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Abstract

We present an algorithm to estimate the body pose of a
walking person given synchronized video input from mul-
tiple uncalibrated cameras. We construct an appearance
model of human walking motion by generating examples
from the space of body poses and camera locations, and
clustering them using expectation-maximization. Given a
segmented input video sequence, we find the closest match-
ing appearance cluster for each silhouette and use the se-
quence of matched clusters to extrapolate the position of
the camera with respect to the person’s direction of motion.
For each frame, the matching cluster also provides an esti-
mate of the walking phase. We combine these estimates from
all views and find the most likely sequence of walking poses
using a cyclical, feed-forward hidden Markov model. Our
algorithm requires no manual initialization and no prior
knowledge about the locations of the cameras.

1. Introduction

As seamless human-machine interfaces and automatic
monitoring systems become more feasible, tracking and
analysis of human motion will be crucial, since much of
activity in indoor settings is comprised of moving people.
Some of the most difficult challenges in extracting 3D in-
formation from observations of human motion stem from
the complex kinematics of the human body and the inher-
ent ambiguities in projected 2D observations of a 3D world.
Researchers have dealt with these difficulties by constrain-
ing the problem to reduce the size of the parameter search
space. This often results in tracking or body pose estima-
tion systems that are specific to a particular camera setup
or require non-automatic initialization, such as asking a hu-
man to identify certain features in the image.

In this paper, we present a system for extracting 3D pose
information from observed 2D walking motion sequences

Figure 1. An example of a walking human in sev-
eral phases of the walking cycle (top) matched against
the most closely corresponding phases of a simple
OpenGL stick-figure model (bottom). Here, the match-
ing was done by a human observer. Our objective is to
be able to do the same automatically using the added
advantage of multiple points of view.

in a manner invariant to the number and positions of the
cameras. In essence, the task is equivalent to showing a se-
ries of images depicting a walking person and asking a hu-
man to identify the body pose shown in each image, for in-
stance by shaping and orienting a three-dimensional model,
as in figure 1.

2. Related Work

Much of the previous research in articulated tracking has
been concerned with a single camera view. Cham and Rehg
used 2D Scaled Prismatic Models together with a multi-
ple hypothesis approach to track human motion [3]. Bre-
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gler and Malik [2] represented 3D motion of articulated
body parts by kinematic chains–series of twists (rotations
and translations) of individual rigid parts around connect-
ing joints. Their approach depended on manual initializa-
tion in the first frame. Howe, Leventon and Freeman [7]
used a database of 3D motion snippets to estimate the depth
of a number of manually initialized points by finding the
maximum likelihood estimate for the motion snippet corre-
sponding to a short sequence of frames from the input.

Other research groups have employed multiple camera
setups. Mikic et al. [10] used four calibrated cameras to ex-
tract a volumetric model of the observed person. They then
located the major body parts sequentially using volumetric
templates. Cohen et al. [4] used correspondence between
the medial axes of synchronized pairs of input silhouettes
to estimate the epipolar geometry and subsequently fit to
the silhouettes a 3D generalized cylinder. Grauman et al.
[6] used a set of calibrated cameras to infer 3D joint po-
sitions using a learned “shape+structure” model specific to
the camera setup.

A common assumption in multiple view setups is that
the cameras can be easily calibrated, i.e. at least their rela-
tive positions can be well established. Eliminating this re-
quirement would make the resulting algorithms more flex-
ible and consequently more easily applicable in real world
scenarios.

Finally, much of published research dealing with the
tracking of human motion assumes that some sort of man-
ual or semi-automatic initialization of the algorithm can be
performed by the user.

3. Algorithm Overview

We tackle the problem of simultaneous camera calibra-
tion and walking pose estimation in two stages. First we
construct a model of the appearance and dynamics of a
human walk. We use commercial software to separate the
walking cycle into a number of phases, and then sample
from the 3D space around the person to generate examples
of the 2D appearance of each walking phase. We cluster
these examples into groups to make the appearance model
more compact. We model the periodic dynamics of the
walking cycle using a first-order, feed-forward, cyclical hid-
den Markov model (HMM).

Second, we develop an algorithm to fit this walking mo-
tion model to video sequences from multiple synchronized
cameras. For each camera input, we apply a background
subtraction algorithm to obtain a sequence of silhouettes for
that view point. We then use a distance metric to find the ap-
pearance model cluster that best matches each silhouette.
Given these matches, we infer the position of each camera
with respect to the person. Finally, we use the matches from
all cameras as input into the dynamic HMM model in or-

der to hypothesize the walking phase at each frame in the
input sequences.

With these appearance and dynamics models in place,
our algorithm takes as input synchronized video sequences
of a walking person from multiple views and outputs a 3D
body pose estimate for each input frame and an estimated
location for each of the cameras with respect to the person’s
direction of motion. The algorithm works as follows:

(1) Consider a system with n cameras, which collect n
sequences of images, S1 through Sn, where Si = Ii1...IiT .

(2) Each image Iij is segmented using a background sub-
traction method. This produces n sequences of binary sil-
houettes: S′

1 through S′
n, where S′

i = si1...siT .
(3) Each silhouette sij is compared to the mean of each

cluster in the appearance model using a distance metric. The
cluster with the smallest distance is selected, thus produc-
ing n sequences of cluster matches: C1 through Cn, where
Ci = ci1...ciT .

(4) The camera positions of all of the training examples
belonging to the clusters in sequence Ci form a cluster in the
camera pose space. We fit an ellipse to this cluster and take
the center of the ellipse to be the camera pose estimate for
the i-th camera. If the appearance of the person is similar to
two opposite viewpoints, we may observe two distinct cam-
era pose clusters, in which cases we select the one that cor-
responds to the direction of the person’s motion as observed
in the image. Estimating the camera pose in this fashion re-
duces the effect of outliers on the result. Figure 2 shows the
camera pose cloud for a typical input sequence. We assume
that the input sequences are short enough so that the change
in camera position with respect to the person is small. How-
ever, longer input sequences can be broken down into short
segments that satisfy this assumption.
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Figure 2. Distribution of camera poses over all of
the examples in the matching cluster sequence corre-
sponding to the input. Brighter dots indicate more ex-
amples with the corresponding camera position. The
bright square indicates the correct answer.

(5) For each cluster in the sequence Ci, we compute
the average walking phase over all of the training exam-
ples in that cluster. In this fashion, we obtain the sequence
Ψi = ψi1...ψiT of phase estimates for each camera. The se-
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quences Ψ1 through Ψn serve as inputs to our HMM, which
outputs the most likely sequence of walking poses. The pose
estimates correspond to 3D joint locations of our synthetic
model, which we can then render from any view.

4. Modeling Motion Appearance

A view-independent appearance model of walking mo-
tion needs to sufficiently characterize those properties of the
appearance that vary with time as well as the position of the
observer. For a walking human, these are the body pose, i.e.
the configuration of body parts at any given time as the mo-
tion progresses, and the camera pose, i.e. the position of
the observer with respect to the walking person. The most
straightforward motion appearance model that accounts for
variations in these parameters is a collection of sample ob-
servations chosen so that the entire range of each parameter
is well represented. To generate such a data set under con-
trolled conditions, we used Curious Labs’ Poser 5, a soft-
ware package capable of modeling the human body in an
anatomically correct fashion, to generate examples as fol-
lows:

(1) We divide the full walking cycle, i.e. the space B
of body poses, uniformly in time into 20 phases, denoted
ψi. A typical human walking cycle takes between 1 and 2
seconds to complete. Our recording equipment operates at
15Hz, and thus typically produces around 20 images from a
single walking cycle.

d

BO

C

O’

Figure 3. The camera position is determined by the
pair (θ, φ), where θ is relative to the direction of motion
and φ is relative to the ground-parallel plane crossing
the centroid of the person.

(2) We define the camera pose relative to the person’s di-
rection of motion (see figure 3). Let θ be the angle between
the direction of walking and the line connecting the projec-
tions of the person’s centroid and the camera location onto

the ground plane. Further let φ be the angle between the
plane parallel to the ground plane and intersecting the per-
son’s centroid and the line connecting that centroid and the
camera. The camera pose is the pair (θ, φ). We do not ex-
plicitly model the distance of the camera from the observed
person; instead, we scale-normalize all input silhouettes to
be of the same height and we keep track of the scaling fac-
tor. All lenghts extracted by our algorithm for a given input
sequence are thus relative to other input sequences.

For our data set, we set the following conditions on the
space L of camera poses:

θ ∈ (0, 2π); φ ∈ (− 1
9π, 2

9π)

We restrict the range of φ to ensure that the view of the
person is informative: views from extreme camera locations
above and below the person may not provide enough infor-
mation about the body pose. We sample from each of these
ranges at intervals of 1

36π, resulting in 864 different cam-
era positions uniformly distributed over the space of all al-
lowed camera poses.

Sampling from the space B × L results in 17,280 dif-
ferent examples. Example i of the data set consists of the
quadruple (s, ψ, θ, φ)i, where the latter three parameters
are the body phase and camera phase and s is the silhou-
ette of the human body rendered in the given phase as seen
from the given camera position. Additionally, for each ex-
ample we save the vector x consisting of the correspond-
ing 2D coordinates of 13 main 3D body joints of the model
projected into the image. We use silhouettes rather than im-
ages because they are easy to extract from the input us-
ing motion segmentation techniques and they are invariant
to color, pattern of clothing, color of skin, lighting of the
scene, and many other parameters. While two images of dif-
ferent people in the same body pose as observed from the
same view might look quite different, the corresponding sil-
houettes would look similar.

In essence, given a set of observations (i.e., silhouettes)
S, we are looking for the maximum likelihood estimate of
the parameter vector P = (ψ, θ, φ):

P̂ = argmax
P

(L(S|P )) (1)

where L(S|P ) is the likelihood of the data (silhouettes)
given the model parameters P .

4.1. Clustering Examples Using EM

An appearance model consisting of a collection of ex-
amples is impractical because finding the maximum like-
lihood values for the parameters amounts to comparing an
observation to each of the ca. 18,000 examples. We make
the appearance model more compact by grouping the exam-
ples into clusters. While using the silhouettes as the criteria
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for the clustering would be the most straightforward solu-
tion, it would make the maximum-likelihood estimation of
the cluster parameters computationally expensive due to the
large feature vectors and covariance matrices. We instead
take advantage of higher order information, namely the 2D
locations of the major body joints which led to the corre-
sponding rendering of the silhouettes (see also [11]).

The goal is to assign to each 2D joint coordinate vec-
tor x a label l, 1 < l < N classifying that feature vector
as belonging to cluster Cl, where N is the number of clus-
ters. To further constrain the problem, we assume that the
cluster densities can be approximated by multivariate Gaus-
sians, i.e. the probability of a feature vector xi is

p(xi|Θ) = (2)
N∑

j=1

P (j)
(2π)d/2|Σj |1/2

e−
1
2 (xi−µ

j
)T Σ−1

j (xi−µ
j
)

where P (j) are the priors, Σj and µj are the covariance
matrix and mean of the j-th cluster, and Θ is a vector en-
compassing the parameters of all N Gaussian distributions.

Given this assumption the expectation-maximization al-
gorithm leads to the following update equations [1]:

P t(j) =
1
N

n∑
i=1

p(j|xi,Θt−1) (3)

µt
j =

∑n
i=1 xip(j|xi,Θt−1)∑n

i=1 p(j|xi,Θt−1)
(4)

Σt
j =

∑n
i=1 p(j|xi,Θt−1)(xi − µt

j)(xi − µt
j)

T∑n
i=1 p(j|xi,Θt−1)

(5)

where the superscript t indicates the value of the corre-
sponding variable at time (iteration) t.

Our clustering algorithm works as follows:
(1) We initialize the computation by “guessing” the first

estimate of the parameter vector,Θ0. We randomly select N
examples to serve as estimates for the mean vectors µ0

j . We
cluster the remaining examples into N groups by assigning
example xi to cluster j whenever j = argmink(|xi −µ0

k|).
We then calculate the covariance matrix for each of the re-
sulting clusters, thus obtaining estimates for Σ0

j . Finally, the
prior estimates P (j) are set to the ratio of the size of the cor-
responding cluster to the size of the entire data set.

(2) We iteratively update the triple (P (j), µj ,Σj) using
equations 3, 4 and 5.

(3) We repeat step 2 until the change in the estimates for
the mean vectors µj falls below a threshold ε:

N∑
j=1

||µt
j − µt−1

j || < ε
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Figure 4. A plot of one of the appearance model
clusters. Points represent the body joint locations pro-
jected into the image for all of the examples in the clus-
ter. Circles show the superimposed mean of the clus-
ter.

4.2. Number of Clusters

To determine the optimal number of clusters, we per-
formed a faster, k-means clustering for different values for
k and analyzed the resultant partitioning using scatter crite-
ria. Define the within-scatter matrix as [5]:

SW =
N∑

j=1

∑
x∈Cj

(x − µj)(x − µj)
T (6)

where Cj denotes the j-th cluster and µj is its mean. Intu-
itively, the within-scatter matrix is a measure of tightness
of clusters. A common way of evaluating the scatter ma-
trix is by its trace, i.e. the sum of the diagonal elements:

tr[SW ] =
N∑

j=1

∑
x∈Cj

||x − µj ||2 (7)

We can see from equation 7 that the trace of the within-
scatter matrix is simply the sum-of-squared-errors for the
clustering. Thus we should want to minimize this quantity.

Experiments show that the best value for k in terms of
the trace criterion is 100, since the within-scatter is smallest
for this number of clusters. We used this number of clusters
for the EM algorithm outlined above.

To demonstrate the quality of the clustering, Figure 4
shows a plot of one of the clusters with all of its mem-
bers superimposed and its mean highlighted. We can see
that the examples in this group form a relatively tight clus-
ter around the mean. Despite the tightness of the clusters,
however, the cluster means are fairly evenly distributed in
the camera pose space (Figure 5). Consequently, matching
clusters to incoming silhouettes will provide us with infor-
mation about the position of the camera with respect to the
person.

5. Matching Silhouettes to Clusters

We represent each cluster by its mean silhouette. The
value of a pixel in the mean silhouette corresponds to the
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Figure 5. The distribution of mean camera poses.
Each circle corresponds to the average camera po-
sition for a cluster of body poses. Axis labels are an-
gles in degrees divided by 5.

probability that the pixel is ‘on’ in a silhouette picked ran-
domly from the cluster.

To compare the binary input silhouette to the continu-
ous cluster mean, we first normalize the two to be of the
same height using isotropic scaling and then register them
by aligning their centroids and principal axes. We define
the distance measure on the registered silhouettes as fol-
lows. First let sb, sc be the binary and continous silhouette,
respectively. Then let s1 = s′b.sc and s2 = sb.s

′
c. Here s′b

and s′c denote the “inverted” silhouettes, i.e. every non-zero
pixel becomes 0 and every pixel with value 0 becomes 1.
The operator ‘.’ denotes scalar multiplication on the silhou-
ettes represented as matrices of pixels. Then let the distance
between the silhouettes sb, sc be the function

d(sb, sc) = sum(max(s1, s2)) (8)

where the maximum is taken for each pixel pair. This dis-
tance is similar to the Hamming distance (number of pix-
els to be flipped to change one silhouette into the other),
where each flipped bit is weighted by the number of exam-
ples in the cluster that differed from the binary silhouette.

6. Modeling Motion Dynamics with HMMs

Discrete Markov Models (MMs) are useful for describ-
ing systems that can be characterized as being at any given
time in one of a finite number of distinct states. First-order
MMs take advantage of the further constraint that the next
state depends only on the current state of the system. Sup-
pose that we discretize the human walking motion into p
distinct, sequential phases, ψ1, ..., ψp. The probability of the
person being in phase ψj at time t + 1 depends only on the

state (i.e. phase) at time t. Thus, we can use a first-order dis-
crete Markov model to describe the characteristic periodic
progression through the phases of the walking cycle. Since,
however, the state of the system (i.e. the current walking
cycle phase) is not directly observable, we use a first-order
Hidden Markov model. At each time instance t, the HMM
generates an “observation,” with some probability distribu-
tion pq(t), where q(t) is the current state at time t. Our ob-
servations are generated by the camera pose estimation step
of our algorithm. For an input sequence of T consecutive
frames from c cameras, the camera pose estimation step out-
puts, in addition to the estimated camera position, the se-
quence of walking phase estimates Ψ = ψ1, ...,ψT with
two properties. First, each observation ψi = [ψi1...ψic] is
a vector consisting of a walking phase estimate correspond-
ing to each of the c cameras. Second, the walking phase esti-
mates ψij are either close to the true walking phase for that
frame, or close to its opposite phase. If a full walking cy-
cle were divided into p parts, the opposite of the i-th phase
would be phase j, where j = (i + p/2) mod p. Opposite
phases sometimes have very similar appearance.

Using this information and our knowledge of the mo-
tion, we use the following HMM to model the progression
through the phases of a human walking cycle (figure 6):

Si Si+1 Si+2 Si+3

pr pr pr pr

pn pn pn

pj pj

pl

i1
i2

ic

...i = i+1 i+2 i+3

Figure 6. A cyclical, feed-forward hidden Markov
model describing the progression of estimated walk-
ing phases from multiple views.

(1) There are p hidden states, each corresponding to a
walking phase. We use p = 20, which is the number of
walking phases in our appearance model.

(2) The HMM has a cyclical structure corresponding to
the periodic nature of the motion. Moreover, the model can
transition from state to state only in the forward direction,
since we are only concerned with forward motion. To ac-
comodate various speeds of motion, it is also possible for
the model to remain in the same state or skip up to two
states. These restrictions lead to the following properties of
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the transition matrix A = (aij):

aij =




pr if j = i
pn if j = (i + 1) mod p
pj if j = (i + 2) mod p
pl if j = (i + 3) mod p
0 otherwise

where aij is the probability of transition from state i to state
j. We set the values for pr, pn, pj and pl based on exper-
imentation with various data sequences. The best results
were usually produced with pr < pn, which pushes the
model towards moving to the next state rather than staying
in the same one. We also set pj to be only slightly smaller
than pn, since it is quite common to skip states. Similarly,
the probability of skipping two states is slightly smaller than
the probability of skipping just one. We use the same param-
eter values for every sequence. However, it is possible to au-
tomatically adjust these parameters based on the speed and
frequency of the motion, both of which can be observed in
the input sequence.

(3) Because all of the phases of the walking cycle are
equally likely to be the first in the incoming video sequence,
we chose a uniform prior distribution on the initial state.

(4) Each state in the model produces its output by draw-
ing a sample from a continous observation density that mod-
els the fact that opposite phases of the walking cycle have
similar appearance and, consequently, that a hidden state of
the HMM can generate an observation in which some of the
observed phases are opposite to the true phase. Thus, we use
a mixture density with 2c components, where c is the num-
ber of cameras. For state i, the k-th component of the mix-
ture is a Normal distribution Nik(µik,Σik):

µik = [f(i, e1), ..., f(i, ec)], where (e1e2...ec) = (k)2

f(i, ej) =
{

i if ej = 0
(i + p/2) mod p if ej = 1

Σik is diagonal

The first two properties require some further explanation.
Take (e1e2...ec) to be the binary representation of k (with
any necessary leading zeros). The mean µik then consists of
the corresponding arrangement of either phase i or its oppo-
site phase for the observation in each camera. We have 2c

mixture components because there are 2c such possible ar-
rangements. We choose a diagonal covariance matrix be-
cause the elements of the mean vector, corresponding to
individual cameras, should be independent and have equal
variance. With these modifications, hidden states generate
visible states according to the following relationship:

P (v(t) = ψj |qi(t)) =
2c∑

k=1

1
2c

Nik(µik,Σik)(ψj). (9)

where v(t) = ψj denotes the event that the visible state
generated at time t was ψj .

Given this model, we use the Viterbi algorithm [13] to
generate the most likely sequence of states given our ob-
servations from multiple cameras. Combined with the esti-
mated position of each camera with respect to the subject,
this generates a view of the 3D model in the estimated body
configuration as viewed from the estimated angle.

7. Experiments

To collect data, we used a pair of Point Grey Dragon-
fly cameras. Each of the cameras ran at 15Hz and produced
images of 640x480 pixels. The cameras were automatically
synchronized so that image acquisition in the two cameras
took place within at most 20µs.

We segmented each incoming image using the adaptive
background subtraction technique from [9], which is based
on the method from [12]. We first used 100 frames of the
scene without the person or any other moving objects to
construct a probabilistic model of the background. We then
used the method from [9] to assign to each pixel the binary
value 1 whenever that pixel was classified as foreground, i.e.
belonging to the person and the value 0 otherwise, thus con-
verting each image sequence into a sequence of silhouettes.
The size of the cropped silhouettes was roughly 120x250
pixels.

Figure 8 and 9 show the results of the body pose estima-
tion part of our algorithm for two synchronized cameras ob-
serving the same person walking through a room. The top
row shows the input silhouettes, the second row shows the
best matching cluster and the third row shows the exam-
ple from our model that corresponds to the camera pose and
walking phase estimated by our algorithm. The results from
both views closely match the input. The fourth row of fig-
ure 8 also shows silhouettes generated by rendering the 3D
model from a different viewpoint to demonstrate that the ex-
tracted information is, in fact, 3D.

To analyze the accuracy of the camera pose estimation
algorithm, we generated 100 synthetic sequences of walk-
ing people by varying the walking style parameters (leg lift,
arm swing and stride) as well as the size of the person and
location of the camera. Figure 7 shows that the majority of
the camera pose estimates fell within 15 degrees from the
correct answer.

The most computationally intensive part of our algorithm
is the construction of the appearance model, which is only
performed once. The background segmentation can be opti-
mized to run in real time. The remaining steps of the algo-
rithm take approximately 20 seconds per frame and camera
in our Matlab implementation on a 2.0 GHz Pentium 4.
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Figure 7. Distribution of error in the camera pose es-
timation for 100 randomized sequences. Center lines
in boxes indicate the median, outer lines delimit the
uppper and lower quartiles. Dashed lines extend to de-
limit the range of the data, with the outliers shown as
’x’.

Figure 8. Top row: input silhouettes from the first
camera angle of the recorded test sequence. Second
row: best matching clusters. Third row: examples gen-
erated using the estimated camera position and body
pose. Bottom row: 3D model rendered from a new
viewpoint.

7.1. Using feedback to improve silhouettes

One of the most immediate uses of the output of our al-
gorithm is to improve the quality of the silhouettes obtained
from background subtraction. Figure 10 shows the result of
using the extracted higher level information to improve sil-
houettes. To obtain the improved silhouettes, we took the
synthesized renderings of our model in the extracted poses,
registered them with the original silhouettes and used them
to “force” the corresponding pixels to become foreground
with higher likelihood than in the straight-forward adaptive
backgrounding scheme. The resulting silhouettes appear to

Figure 9. As in the first three rows of figure 8, but for
the second camera view.

Figure 10. Bottom row: original silhouettes from
background subtraction. Top row: improved silhou-
ettes.

have many fewer missing parts. Since it has been shown that
better silhouettes lead to higher recognition rates in identi-
fication by gait [8], our system could be used to further im-
prove these rates.

8. Conclusions

We have demonstrated a system which, given video in-
put of a walking person from multiple synchronized, uncal-
ibrated views, generates a sequence of 3D poses of a syn-
thetic model that best match the input as well as provides
estimates of the positions of the cameras. The major advan-
tage of the system is that it requires no prior knowledge
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about the locations of the cameras and no manual initial-
ization. The drawback is that the generated 3D poses are
specific to the model rather than the observed person. How-
ever, such information is nevertheless of immediate use, as
it provides a way to compare walking sequences of people
observed from different views. For each such sequence, our
algorithm can be used to find the matching sequence of 3D
model poses. The observed motion can then be evaluated
against the extracted 3D model poses, thereby using our
synthetic appearance model as a common reference point.
The information extracted by our system can further be used
as the initial estimate of the true 3D pose of the person, sub-
ject to further refinement and subsequent analysis or identi-
fication. Finally, the appearance model fitting can be used to
propagate higher level information into a background sub-
traction algorithm and thus significantly improve the qual-
ity of silhouettes.
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